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RESUMO

MUGNAINI, L. G.. Sistema Automatico para Geracao de Modelos Base de Regressao.
2021. 56 f. Monografia (Graduacao) — Instituto de Ciéncias Matematicas e de Computagao
(ICMC/USP), Sao Carlos — SP.

Com o avango da inteligéncia artificial e a ascensdo da era da Big Data, o volume, variedade e
velocidade dos dados que sdo coletados e que podem ser analisados cresce exponencialmente
a cada dia. Neste contexto, surge a necessidade de otimizar o tempo dos profissionais que
trabalham manipulando grandes conjuntos de dados - os cientistas de dados - para que eles
possam focar em tarefas menos repetitivas e de maior valor agregado. Este trabalho apresenta as
decisodes de projeto e detalhes de implementacdo de um sistema gerador de modelos base para
problemas de regressao, que pode ser utilizado no primeiro contato do cientista com o conjunto
de dados que deve ser manipulado, gerando insights e direcionamentos sobre qual caminho
deve ser tomado na etapa seguinte. O sistema apresenta um modulo de pré-processamento,
que realizard manipulacdes genéricas nos dados, € um médulo de modelagem, que realizara
a definicdo, treinamento e avaliacdo de modelos de regressao cldssicos. O sistema pode ser
facilmente customizado de acordo com a necessidade do usudrio e sua saida estard disponivel
para consulta em um endereco Web devido a utilizagao do MLFLow, software de gerenciamento

de modelos de aprendizagem de miquina.

Palavras-chave: Aprendizagem de Mdquina, Regressao, Pré-Processamento, Modelagem, Big
Data.
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Capitulo 1
INTRODUCAO

1.1 Motivacao e Contextualizacao

Por meio da revolugdo cientifica e tecnoldgica que vem ocorrendo nas ultimas décadas,
proporcionada principalmente pela evolugdo das técnicas de software e hardware, sistemas e
solucdes cada vez mais complexos estdo sendo construidos, proporcionando mudangas radicais
na forma que as pessoas vivem em sociedade (MAKRIDAKIS, 2017). Tais mudancas afetam
aspectos em diferentes ambitos, influenciando hébitos de consumo, meios de comunicacao,
formas de trabalho, relacdes pessoais e até politicas publicas de nagdes. Neste cendrio, a inteli-
géncia artificial surge como grande protagonista, estando presente nos mais diversos setores da

sociedade.

Com o advento da inteligéncia artificial e o inicio da era do Big Data, no qual os dados
sdo coletados em volume e variedade cada vez maiores, em velocidades surpreendentes, surge
também uma crescente demanda de profissionais que trabalham com dados. O cientista de
dados € um dos profissionais que atuam neste cendrio, manipulando dados, criando e utilizando
modelos de aprendizagem de maquina, além de utilizar conhecimentos de computacdo, estatistica

e probabilidade para auxiliar na tomada de decisdes.

Quando os cientistas de dados estdo lidando com um problema pela primeira vez, uma
quantidade de tempo considerdvel € empreendida buscando entender e preparar os dados, além
de realizar andlises com o objetivo de determinar qual o préximo passo que deve ser dado. No
entanto, muitas dessas tarefas e andlises sdo comuns a diferentes projetos, se tratando portanto de
um processo que pode ser automatizado. Existem atualmente técnicas que realizam a automagao
de processos de machine learning, conceito chamado de AutoML (HE; ZHAO; CHU, 2021),
porém muitas dessas técnicas ainda sdo apenas protétipos. As técnicas que estdo mais avangadas
(e tornaram-se inclusive solu¢des comerciais) sdo de dificil acesso devido ao alto custo das

licengas comerciais.

A motivagdo deste projeto € de criar um sistema capaz de automatizar e agilizar a
etapa inicial do trabalho do cientista de dados, focando o trabalho para problemas de regressao,
tornando possivel que o cientista foque seus esforcos em tarefas que agregam mais valor ao
projeto. Como se trata de um sistema regressor, o objetivo do sistema € utilizar as variaveis
de entrada e através de um processo de modelagem, predizer um valor real para a varidvel

alvo. Os problemas de regressdo sao caracterizados como aprendizado supervisionado e podem
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assumir complexidades diversas, sendo utilizados em uma infinidade de cendrios que vao desde o
mercado financeiro, na predi¢cdo de fraudes bancdrias, até areas de E-commerce, na precificacao

de produtos em plataformas online por exemplo.

1.2 Objetivos

O objetivo principal deste projeto é de automatizar a etapa inicial da analise de dados
e modelos de aprendizagem de méquina, gerando resultados que possam ser conferidos rapi-
damente pelo cientista de dados, permitindo que ele prossiga com um desenvolvimento mais

aprofundado e direcionado, em um menor tempo.

1.3 Organizacao

No Capitulo 2 sdo apresentados os métodos, técnicas e tecnologias utilizados para o
desenvolvimento do trabalho, bem como referéncias bibliogréficas que adicionam embasamento
cientifico ao projeto. No Capitulo 3, apresentam-se a estrutura geral do sistema, detalhes das
atividades realizadas, resultados obtidos e dificuldades/limita¢des encontradas. No Capitulo 4,
encontram-se as conclusoes sobre o projeto desenvolvido. Por fim, no Apéndice A, encontram-se

detalhes sobre a instalagcdo e execugdo do sistema.



19

Capitulo 2

METODOS, TECNICAS E TECNOLOGIAS
UTILIZADAS

2.1 Tecnologias Utilizadas

Para realizar o desenvolvimento do projeto, a linguagem escolhida foi a linguagem
Python (ROSSUM; DRAKE, 2009). A escolha da linguagem deve-se a grande diversidade de
pacotes e bibliotecas disponiveis, o que a tornou uma das principais ferramentas dos cientistas
de dados (junto com a linguagem R). Os pacotes principais utilizados para manipulacdo, andlise

e modelagem de dados foram:

* Matplotlib: trata-se de uma biblioteca utilizada para criar visualizagdes estdticas, animadas
e interativas, através da utilizacdo de dados tabulares (HUNTER, 2007);

* scikit-learn: utilizado nas etapas de pré-processamento dos dados e na etapa de modelagem
(PEDREGOSA; VAROQUAUX et al., 2011);

* pandas: utilizado para leitura dos arquivos csv e manipulacdo dos dados (MCKINNEY et
al., 2010);

* xgboost: utilizado para fornecimento do modelo XGBRegressor (CHEN T.; GUESTRIN,
2016).

* SHAP (SHapley Additive exPlanations): utilizado para tragar visualiza¢des que explicam
a saida dos modelos de aprendizado de maquina utilizados (LUNDBERG; LEE, 2017b).

Para instalar os pacotes e executar o sistema, optou-se pela utilizagdo de um ambiente
virtual, utilizando o médulo venv da linguagem Python, de forma a isolar a instancia Python
do sistema operacional da instancia Python do regressor, permitindo que o regressor e suas
dependéncias sejam instalados e removidos com mais facilidade. Os pacotes utilizados devem

ser instalados através do gerenciador de pacotes pip.

Além disso, utilizou-se o pacote MLFLow da linguagem Python. O MLFlow trata-se
de uma plataforma de cédigo aberto, utilizada para gerenciar os ciclos de vida de projetos de

aprendizado de maquina. Neste projeto, o MLFlow sera utilizado para facilitar a visualizacdo e
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registro dos resultados e métricas dos modelos testados, melhorando a experiéncia do usudrio do

sistema.

O MLFlow utilizard uma base de dados para registrar os artefatos, que no caso deste
projeto serdo as métricas de desempenho, modelos e visualizagdes. Para gerenciar essa base de
dados, optou-se por utilizar o PostgreSQL. A utilizacdo de uma base de dados € importante, pois
permite que o usudrio armazene as informacdes em um cluster, um servidor remoto ou até na

maquina local, conforme a necessidade.

Mais detalhes sobre a instalagdo e configurac@o do sistema estdo presentes na Secao 3.
Além disso, as documentacdes de cada um dos pacotes e bibliotecas estdo presentes no Apéndice
A.

O sistema de regressdo automatico, depois de configurado, possui basicamente dois
modulos principais: 0 modulo de pré-processamento e 0 médulo de modelagem. Os mdédulos
foram desenvolvidos utilizando o paradigma de orientacdo a objetos, com o objetivo de permitir
que as classes sejam herdadas e os métodos sobrescritos, caso alguma modificagdo pontual
necessite ser feita para tratar de algum problema especifico. Cada um dos médulos possui métodos
que realizam tarefas genéricas distintas, que englobam manipulagdo, andlise e modelagem dos
dados.

Algumas etapas do médulo de pré-processamento e de modelagem sao customizaveis
e devem ser definidas pelo usudrio através do preenchimento de um arquivo de configuracio
conf.ini. A escolha do formato .ini se deve pela simplicidade de sua estrutura, sendo composta

por sec¢des e propriedades. Um exemplo de arquivo .ini pode ser conferido no Cédigo-fonte 1.

Codigo-fonte 1: Exemplo de arquivo .ini

[SEGAD1]

1
2 # Definindo o valor das chaves da SEGAO1
3

4 ChaveExemplol1=6090

5

6 ChaveExemplo2=10

7

8 ChaveExemplo3=/home/ubuntu/tcc/exemplo/
9

11 [SEGA02]
12 # Definindo o valor das chaves da SEGA02

14 ChaveExemplol=1

16 ChaveExemplo2=/opt/ecs/mvuser/
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Com o arquivo de configuracio preenchido, basta o usudrio ativar o ambiente virtual,
ativar o MLFlow e executar os moédulos de pré-processamento e modelagem. Desta forma, a
execucgdo serd automaticamente detectada pelo MLFlow e os resultados estardo disponiveis para

consulta.

2.2 Detalhamento do mdodulo: Pré-Processamento

Como apontado na Se¢do 2.1, os moédulos de pré-processamento e modelagem possuem
métodos que realizam manipulacgdes, andlises e modelagens genéricas nos dados, podendo ou

ndo serem personalizadas pelo usudrio.

No caso do médulo de pré-processamento, as seguintes tarefas sdo realizadas:

* Criagdo de um histograma com a distribui¢do dos valores da varidvel alvo;
* Criacao de uma tabela contendo a correlacdo entre diferentes features;

* Remocdo de colunas altamente correlacionadas, que excedam um limiar definido pelo

usudrio, deixando apenas uma das colunas no dataset;
* Remocdo de colunas com valores nulos, que excedam um limiar definido pelo usudrio;
* Remocdo de colunas com variancia nula;
* Conversao de colunas ndao numéricas para colunas numéricas;
* Imputacgdo de valores faltantes;
* Normalizacdo dos dados;

» Estandardizacdo dos dados.

Cada uma das etapas sdo explicadas nas sub-secOes a seguir.

2.2.1 Criacao de histograma com a variavel alvo e tabela de corre-
lacoes

Para a criag@o do histograma com a distribui¢@o dos valores da varidvel alvo, é necessario
utilizar uma abordagem que leve em consideracdo a distribuicao e a quantidade de valores no
conjunto de dados analisado. Dessa forma, optou-se por definir a largura das barras do histograma
de forma dinamica, utilizando regra Freedman-Diaconi (FREEDMAN; DIACONIS, 1981), dada

pela expressao:

1Q(x)
\3/7_1

Largura =2 (2.1)
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Onde I1Q(x) representa o intervalo interquartil dos dados e n representa o nimero de

observagdes na amostra x.

Com esta regra, objetiva-se definir larguras de barras que sejam robustas a outliers, ja

que apenas a dispersdo dos dados e o tamanho da amostra sdo levados em consideracao.

Para a andlise de correlagdo, utilizou-se o Coeficiente de Correlacdao de Pearson como
métrica para avaliar a correlacdo entre diferentes features. O coeficiente de Pearson € definido
pela seguinte expressao:

b I D0iY)
VEL (i =22 X (i —5)?

(2.2)

O coeficiente de correlagdo p estd contido no intervalo [—1, 1]. Valores positivos indicam
que as varidveis sdo positivamente correlacionadas, ou seja, se uma variavel aumenta de valor
a outra também aumenta. Ja valores negativos indicam uma correlagdo negativa, indicando
que quando uma varidvel aumenta, a outra diminui. Se |p| ~ 1, as varidveis sdo altamente
correlacionadas e se p ~ 0, as varidveis sdo fracamente correlacionadas. No projeto, um arquivo

.csv € automaticamente salvo, contendo a correlagdo entre todas as varidveis.

2.2.2 Remocao de variaveis altamente correlacionadas, com varian-

cia nula e com valores faltantes

Utilizando a andlise de correlagdo, € possivel remover varidveis altamente correlacionadas
entre si. Com a era da Big Data, conjuntos de dados cada vez maiores estdo sendo utilizados,
fazendo com que os modelos demorem mais tempo para serem treinados, testados e validados.
Dessa forma, a remogao de varidveis que sao irrelevantes/redundantes ao problema pode trazer
economias de tempo, poder computacional e em alguns casos até melhorar a capacidade de
generalizacdo do algoritmo (DASH; LIU, 1997). Assim, adicionou-se ao projeto a possibilidade
do usudrio definir um limiar de correlagdo, e caso varidveis superem esse limiar, apenas uma das

duas variaveis sera mantida.

Além da remocdo de varidveis altamente correlacionadas, a remog¢ao de varidveis com
muitos atributos ausentes € outra técnica utilizada no pré-processamento de dados, sendo geral-
mente empregada quando ndo ha risco de perda de informag¢des importantes. Dessa forma, cabe
ao usudrio definir um limiar aceitavel de valores nulos para as varidaveis. Caso o usudrio defina
por exemplo, o valor 0.9, varidveis que possuam 90% ou mais valores nulos serdo removidas. E
importante ressaltar que essa técnica nao deve ser utilizada quando o conjunto de dados possui
poucas varidveis, ja que neste caso qualquer perda de informagdes pode impactar no resultado

do modelo.

A remocao de varidveis com variancia nula também € uma técnica utilizada para diminuir

o tamanho do conjunto de dados e reduzir a dimensionalidade dos dados. A variancia (0?) da
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populacdo y;, onde i = 1,2,..., N, é definida pela seguinte equagao:

, 1

- TAY-
o “ N (vi—u) (2.3)

M=

I
—_

Onde u €é a média da populacdo y;. Ja no caso de varidveis Booleanas, que seguem uma

distribui¢do de Bernoulli, a variancia é dada por:

o’ =p(1-p) (2.4)

Onde p representa a probabilidade de sucesso (1 = sucesso, 0 = fracasso).

Varidveis com variancia nula nao fornecem melhorias de performance ao modelo, pois
os modelos precisam identificar padrdes distintos entre os dados para realizar predi¢des e como
todas as observagOes de determinada varidvel sdo idénticas, ndo € possivel identificar um padrdo

que diferencie as observagoes, por isso € possivel remové-las sem perdas na performance.

2.2.3 Conversao de variaveis para tipos de dados validos e imputacao

de valores faltantes

Outro desafio enfrentado no pré-processamento, ¢ garantir que os dados estejam com tipos
de dados validos. Nos problemas de regressao, os modelos aceitam tipos de dados numéricos (int,
float, bool), dessa forma € necessario converter tipos de dados ndo numéricos (categdricos) para
numéricos. Neste projeto, realizou-se o procedimento de One-Hot Encoding, que transformara as
varidveis categdricas em novas varidveis bindrias, que sio aceitas como entrada pelos modelos.
Um exemplo de transformacdo utilizando a técnica de One-Hot Encoding pode ser conferido nas
Tabelas 1 e 2:

Tabela 1 — Exemplo de varidvel categérica antes da transformagdo One-Hot Encoding

Cor
Amarelo
Amarelo
Verde
Azul

Fonte: Elaborada pelo autor.

Outra técnica para tratamento de valores ausentes, é a imputacdo. Neste projeto, utilizou-
se a imputagdo através do algoritmo KNN (k-Nearest Neighbors). Neste método, K vizinhos sdo
escolhidos com base em alguma medida de distancia e a média dos valores dos k vizinhos € usada
como uma estimativa de imputacdo (TROYANSKAYA et al., 2001). Desta forma, os valores

faltantes s@o substituidos por valores provaveis que a varidvel realmente teria, apresentando um
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Tabela 2 — Varidvel categdrica transformada em varidveis numéricas depois da transformagao One-Hot Encoding

Amarelo | Verde | Azul
1 0 0
1 0 0
0 1 0
0 0 1

Fonte: Elaborada pelo autor.

resultado melhor do que outras técnicas, como por exemplo uma simples substituicao pela média

da variavel.

2.2.4 Estandardizacao e normalizacao dos dados

Por fim, para finalizar os detalhes do mddulo de pré-processamento, é possivel realizar a
normalizacao ou estandardizacdo dos dados (SOLA; SEVILLA, 1997). A técnica de normaliza-
cdo utilizada é a Min-Max Scaling, que utiliza os valores maximos e minimos das varidveis para

garantir que todos os dados estejam no intervalo [0, 1]. A normalizagdo Min-Max é dada por:

x — min(x)

(2.5)

norm = max(x) — min(x)

A normalizacio evita que o algoritmo fique enviesado para as varidveis com maior ordem
de grandeza (evitando o overfitting), trazendo ganhos de performance no processo de modelagem.
Ja a estandardizac@o (ou normalizacdo Z — score), consiste em fazer com que os dados tenham

média 0 e desvio padrio igual a 1. Para realizar a normalizagdo, a seguinte expressao € utilizada:

P (2.6)
()

A escolha entre normalizagdo ou estandardizacdo deve ser realizada analisando a dis-
tribuicdo dos dados. Caso a distribui¢do ndo seja Gaussiana ou o desvio padrdo pequeno, €
recomendavel a utilizagdo da normalizacdo. Caso contrdrio, a estandardizacdo € uma boa técnica
a ser utilizada. Neste projeto, o usudrio deve escolher qual das duas técnicas ele deseja utilizar,

mudando entre as técnicas de acordo com o conjunto de dados que esta sendo analisado.
2.3 Detalhamento do médulo: Modelagem
Para o médulo de modelagem, as seguintes etapas sdo realizadas:

» Separacdo dos dados em treino e teste;

* Escolha dos modelos de aprendizagem de maquina desejados;
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* Escolha das métricas para célculo do desempenho;
* Criagdo dos graficos de importancia de varidveis;

* Registro dos resultados finais no MLFlow.

Cada uma das etapas € explicada nas sub-secdes a seguir.

2.3.1 Separacao dos dados em treino e teste

A separagdo dos dados em treino e teste € personalizada pelo usudrio através de um
parametro no arquivo conf.ini. O conjunto de treino passard por um processo de k-fold Cross-
Validation (REFAEILZADEH; TANG; LIU, 2016), que separa o conjunto de treino em k
diferentes folds, utilizando k — 1 folds para treinamento e 1 fold para teste. O processo € repetido
k vezes, de forma que todo o conjunto de treino € utilizado para treinamento e para teste. Apds
o treinamento e definicdo dos melhores parametros, o conjunto original de testes € utilizado
para validar o processo de modelagem. Na Figura 1 € possivel conferir o funcionamento deste

processo, para o caso de k = 5.

O numero de folds também € um parametro que deve ser definido pelo usudrio, logo é
possivel configurar tanto o tamanho que o conjunto de treinamento terd, quanto o nimero de
folds que ele sera dividido, sendo possivel ajustd-los de acordo com o problema que estd sendo

analisado e o tamanho do conjunto de dados.

2.3.2 Escolha dos modelos de aprendizagem de maquina

Em relacdo aos modelos disponiveis, existem cinco modelos a disposi¢do para o usudrio:

K-Neighbors Regressor (KNN);

XGBoost;
* Perceptron Multicamadas (Multilayer Perceptron - MLP);

* Lasso Regression,

Random Forest Regressor.

Tais modelos foram escolhidos com o objetivo de fornecer diferentes estratégias para
solu¢do dos problemas de regressd@o. Como o desempenho dos modelos dependem muito de como
estdo estruturados os dados de entrada, o teste de modelos que adotam diferentes abordagens pode
fazer com que resultados melhores sejam obtidos. A seguir € possivel conferir uma descri¢cao

breve do funcionamento de cada algoritmo e o motivo da escolha para compor o sistema.



26 Capitulo 2. Métodos, Técnicas e Tecnologias Utilizadas

Figura 1 — Processo de K-Fold Cross-Validation para k =5

DATASET COMPLETO
CONJUNTO DE TREINO CONJUNTO DE TESTE
U
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
N/
VALIDAQ;\O FINAL

Fonte: Elaborada pelo autor.

O algoritmo KNN, apesar de simples, pode apresentar resultados interessantes depen-
dendo da complexidade do problema. O algoritmo consiste em calcular uma métrica de distancia
entre os dados, utilizando-a para encontrar os K vizinhos mais proximos. Neste projeto, optou-se
pela utiliza¢do da distancia Euclidiana e um conjunto de valores k = {3,5,7}. Para os problemas
de regressdo, que possuem o objetivo de predizer um valor real, utiliza-se a média das instincias

dos K vizinhos mais proximos como valor predito.

Na Figura 2 € possivel conferir como o algoritmo KNN funciona, no caso de k =3. O
triangulo vermelho representa a instancia que se deseja realizar a predi¢do, os circulos verdes
representam os trés vizinhos mais préoximos e os "X’ em verde representam os valores de cada

um dos vizinhos. Neste caso o valor predito pelo algoritmo serd a média dos trés valores ”X”’.

O XGBoost é um algoritmo de gradient boosting que implementa varias melhorias em
relacdo aos algoritmos de gradient boosting classicos, como regularizacao, criacdo de uma fungao
de custo personalizada e paralelizagdo do processamento. A ideia do XGBoost € utilizar uma
série de arvores de decisdo como preditores fracos, onde cada arvore aprende com os erros da

arvore anterior, gerando assim um preditor forte no fim da execucdo do algoritmo. Para realizar
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Figura 2 — Exemplo de funcionamento do algoritmo KNN para k =3

Y7 Y7 Yz . X
NN NN/ AN %

Fonte: Elaborada pelo autor.

o processo de melhoria do modelo, utiliza-se a técnica do gradiente descendente, objetivando
assim reduzir o valor da funcdo de custo. A escolha do XGBoost para compor um dos modelos
disponiveis se deve ao alto desempenho proporcionado pelo algoritmo, sendo um dos modelos
mais utilizados por cientistas de dados para predizer dados tabulares em problemas de regressao
e classificacdo. Na Figura 3, € possivel conferir o funcionamento do algoritmo XGBoost. Destaca-
se a passagem dos residuos de uma arvore para outra, uma das etapas principais dos algoritmos

de boosting.

As redes neurais s@o utilizadas em uma variedade enorme de aplicagdes e t€m promovido
resultados excelentes em diversas dreas como visdo computacional, reconhecimento de fala e
processamento de linguagem natural, por exemplo. O MLP nada mais é que um modelo de rede
neural que apresenta mais de uma camada de neur6nios, sendo basicamente composto por uma
camada de entrada, uma camada de saida e uma ou mais camadas intermediarias, chamadas de
camadas escondidas (hidden layers). Cada camada € composta por varios nds (neurdnios), sendo
que cada um desses nds possui um peso associado. A funcao de ativagdo (que neste projeto é
a ReLLU (Rectified Linear Unit)), € responsavel pela ativacao ou nao desses pesos de acordo
com a varidvel de entrada, passando para os nds seguinte uma saida. Na dltima camada € entao
calculada a funcdo de perda (loss), que compara a saida da rede com os dados reais do conjunto
de treino, calculando o erro entre eles. Caso o erro seja alto, o processo de backpropagation entra
em acdo, atuando com o algoritmo de gradiente descendente de modo a atualizar os pesos das
fun¢des de todos os nds, otimizando assim o resultado da rede. Devido a ampla utilizac¢ao das
redes neurais nos processos de modelagem de dados, decidiu-se por utilizd-las também neste

projeto. Na Figura 4 é possivel conferir uma estrutura de rede neural contendo trés camadas: 1
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Figura 3 — Exemplo de funcionamento do algoritmo XGBoost com trés drvores de decisdo
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6030 d0 9O 6bdd o O 6030 db oo
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Resultado 1 Resultado_2 Resultado_3
A4
» Soma <
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Resultado Final

Fonte: Adaptada de Wang, Chakraborty e Chakraborty (2021, 5).

camada de entrada, 1 camada escondida e 1 camada de saida.

Figura 4 — Exemplo de estrutura de uma rede neural com trés camadas

Entradas

Camada
Escondida

Fonte: Elaborada pelo autor.

O modelo de regressao por Lasso (Least Absolute Shrinkage and Selection Operator nada
mais é que um modelo de regressao linear tradicional, adicionado de um fator de regularizacao
L1 (ou Lasso). Um modelo de regressao linear multipla, tenta ajustar uma func¢do linear aos

dados com a forma:

Yi = Bo+ Bixit + Boxio + ... + Bpxip

Onde y; é a varidvel dependente, x; sdo as varidveis independentes, fy € o coeficiente de

interceptagdo e 3, sdo os pesos atribuidos a cada varidvel independente.
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O procedimento de ajuste ocorre através da escolha dos coeficientes 8, de forma a

minimizar a func¢do custo, dada por:

p
Z ﬁ,xz]

J=0

M:

(yi—¥i)* =

(ngE

i=1

N
I
—_

Onde n é o nimero de instancias do dado e p é o nimero de features.

No entanto, existe uma possibilidade do modelo se ajustar demais aos dados e aos
possiveis ruidos, se tornando enviesado no conjunto de treinamento, o que causa um aumento
na variancia quando se realiza o teste. O fator de regularizacdo Lasso objetiva diminuir o
viés, piorando propositalmente a performance do modelo no conjunto de treinamento, porém
resultando em uma melhor generalizacao no conjunto de teste. O fator de regularizac¢do atua na

funcdo custo, deixando-a da seguinte forma:

M:

(yi—¥i)* =

D=

P
Z ) ‘HL Z |B;]

=1

I
-~
I
N

Onde A denota o fator de encolhimento de cada peso. Um fator A = 0 implica em um
modelo de regressao linear miltipla tradicional, ja um fator A = o implica que o valor de todas
as variaveis sdo desconsideradas. Ou seja, quanto maior o valor de A, maior o viés do modelo e
quanto menor o valor de A, maior a varidncia do modelo. A escolha deste modelo para compor a
lista de modelos disponiveis no sistema se d4 pela sua simplicidade e por ser um dos modelos

base para os problemas de regressao.

Por fim, o dltimo modelo que compde o sistema é o Random Forest Regressor. Diferente
do algoritmo XGBoost, que utiliza uma técnica de Boosting (onde cada drvore de decisdo aprendia
com os erros da drvore anterior), o0 modelo Random Forest utiliza uma técnica chamada Bagging.
Essa técnica consiste em criar diversas amostras, escolhidas aleatoriamente com substituicdo,
com os dados de treinamento. Cada subconjunto € usado para o treinamento de uma arvore de
decisao diferente. Teremos entdo um conjunto de diferentes modelos, que podem ser utilizados
para criar um estimador poderoso ao calcular-se a média de todos os estimadores individuais. O
resultado torna-se robusto a eventuais erros, ja que a média de diversas drvores tende a diminuir
os erros causados por estimadores com baixa performance. Na Figura 5 € possivel conferir o
funcionamento de uma Random Forest. Nota-se que diferente do algoritmo XGBoost, as arvores
de decisdo nao trocam informacdes entre si e o resultado final € dado pela média das diferentes

arvores.

2.3.3 Escolha das métricas para calculo do desempenho

Depois que os modelos desejados sao escolhidos pelo usudrio, o sistema executa o

processo de modelagem, gerando métricas para cada modelo. As métricas escolhidas para
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Figura 5 — Exemplo de funcionamento do algoritmo RandomForest com trés drvores de decisdo
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Fonte: Adaptada de Wang, Chakraborty e Chakraborty (2021, 5).

representar o desempenho dos modelos foram: Erro Absoluto Médio (Mean Absolute Error -
MAE), Erro Quadratico Médio (Mean Squared Error - MSE) e Coeficiente de Determinagao
(R?).

O Erro Absoluto Médio € calculado da seguinte forma:

1 N
MAE = NZ |yi—fi|

i=1

Ja o Erro Quadratico Médio € calculado por:

1 Y 0
MSE = =Y (yi— i)
N =
Em ambos os casos, N € o nimero de instancias dos dados, y; € o valor real da instancia

e y; € o valor predito pelo modelo.

O MAE ¢é uma boa métrica para mostrar por quanto o modelo estd errando, pois através
do calculo do valor absoluto desconsideram-se os sinais do erro, que poderiam causar uma falsa
impressao de boa performance, ja que erros positivos poderiam estar anulando erros negativos.
O MSE por outro lado, faz com que erros grandes nas predi¢des sejam evidenciados, ao elevar

ao quadrado os erros de predi¢do.

O Coeficiente de Determinacdo (R?) é utilizado para mostrar por quanto o modelo
treinado explica os dados melhor que a média. O valor do coeficiente na maioria dos casos esta

no intervalo [0, 1], porém algumas vezes pode apresentar resultado negativo, neste caso indicando
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que o modelo apresenta resultado pior do que se estivéssemos utilizando apenas a média dos

dados como valor predito. A expressdo do R? é dada por:

n A2
2/ A ':1()"—)")
R (y7y):1_ zn 1 i

P i—y)?

Onde y=1y7 v,

Um valor de R? igual a 0 mostra que o modelo niio conseguiu capturar nada além de um
modelo que simplesmente pega a média dos dados. Ja um valor igual a 0.95, por exemplo, mostra
que o modelo conseguiu explicar 95% da variancia dos dados, apresentando uma excelente

performance.

2.3.4 Criacao dos graficos de importancia de variaveis

Para criar os graficos de importancia de varidveis, utilizou-se a técnica SHAP (SHapley
Additive exPlanations), que possui o objetivo de explicar as saidas dos modelos de Machine
Learning, que sdo muitas vezes utilizados como caixas-pretas. A Figura 6 mostra a ideia do

funcionamento da técnica SHAP.

Figura 6 — Funcionamento da técnica SHAP
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Fonte: Lundberg e Lee (2017a).

O SHAP mede o impacto das varidveis, levando em considerag@o a intera¢do com outras
variaveis. Os valores de Shapley calculam a importancia de uma varidvel comparando o que um
modelo prevé com e sem a varidvel. As vantagens de se utilizar o SHAP para explicar o impacto

das variaveis sao:

* Interpretabilidade Global: Os valores SHAP podem mostrar o quanto cada varidvel con-

tribui, positiva ou negativamente, para a varidvel alvo. Funciona como um gréfico de
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importancia de varidveis, porém mostrando além disso se as relacdes com a varidvel alvo

sdo0 positivas ou negativas;

« Interpretabilidade Local: E possivel calcular os SHAP Values de cada observagio de modo

separado, aumentando assim a transparéncia do modelo.

Na Figura 7 € possivel conferir como o SHAP funciona em um problema de classificacao
de imagens. Neste caso, pixeis vermelhos representam valores SHAP positivos, que aumentam a
probabilidade da imagem ser daquela classe, e pixeis azuis representam valores SHAP negativos,

que diminuem a probabilidade da imagem ser daquela classe.

Figura 7 — Exemplo de funcionamento do SHAP Values para classificagdo de imagens
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Fonte: Adaptada de Lundberg e Lee (2017a).

Para problemas de regressao, os valores SHAP funcionam de forma semelhante. Neste
projeto, optou-se pela utilizacdo de duas visualizacdes diferentes: grafico enxame e grafico em

barras.

O gréfico enxame apresenta o valor SHAP para todas as amostras e varidveis, mostrando
o impacto de cada amostra no valor final da predi¢do. No exemplo da Figura 8, pode-se perceber
que a varidvel G/ € a varidvel mais importante e que valores altos dessa varidvel indicam um
valor alto da varidvel alvo, como mostra a magnitude dos valores SHAP e a cor dos pontos

vermelhos e azuis.

J4 o grafico em barras apresenta a média do valor absoluto dos valores SHAP, apresen-
tando nesse caso uma medida mais generalizada da importancia das varidveis. No exemplo da

Figura 9, pode-se conferir que a varidvel G/ € muito importante para a predi¢ao da varidvel alvo.
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Figura 8 — Exemplo de gréfico de enxame
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Fonte: Elaborada pelo autor.

2.3.5 Registro dos resultados no MLFlow

Por fim, os resultados sdo registrados no MLFlow. Na Figura 10 possivel conferir um

exemplo da interface do MLFlow.

2.4 Dados utilizados para teste do sistema

Para realizar o teste do sistema e garantir que todas as funcionalidades estao funcionando

corretamente, escolheu-se trés conjuntos de dados. Os conjuntos de dados foram os seguintes:

* The Boston Housing Dataset (HARRISON; RUBINFELD, 1978)
* Student Performance Dataset (CORTEZ; SILVA, 2008)

* Wine Quality Dataset (CORTEZ et al., 2009)
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Figura 9 — Exemplo de gréfico de barras
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Fonte: Elaborada pelo autor.

A escolha desses trés datasets ocorreu pela possibilidade de se testar diferentes funci-
onalidades do sistema, dado a diversidade proporcionada por cada conjunto de dados e por se

tratarem de datasets bastante utilizados em benchmarks de algoritmos e modelos.
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Figura 10 — Exemplo de interface do MLFlow
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pickled_model: model.pkl
sklearn_version: 8.19.1
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Fonte: MLflow (2018).

Start Time: 2018-06-04 23:47.22
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Capitulo 3

DESENVOLVIMENTO

3.1 O Projeto

Como ja descrito nas secdes anteriores, o objetivo deste projeto € criar um sistema que
realize andlises de regressdo, sem a necessidade do cientista de dados trabalhar diretamente com
o codigo. As etapas que o usudrio deverd executar para realizar a analise podem ser conferidas

no diagrama da Figura 11:

Figura 11 — Diagrama de execucdo das etapas
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preprocessing.py

Fonte: Elaborada pelo autor.

No Apéndice A, € possivel obter mais detalhes sobre o processo de instalacao do sistema,
além da estrutura de diretérios e arquivos do projeto. Neste apéndice, também € possivel conferir
o processo de execugdo das trés primeiras etapas do sistema, que consiste na ativacdo do ambiente
virtual, do servidor MLFlow, insercdo do arquivo com os dados na pasta correta e preenchimento

do arquivo conf.ini.

Depois de ter realizado as trés primeiras etapas, basta o usudrio executar os arquivos
preprocessing.py e modeling.py, que estdo dentro da pasta code. Para executar, basta digitar o

seguinte comando:
$ python preprocessing.py && python modeling.py

Os resultados estardo entao disponiveis no endereco configurado pelo usuério (por padrao:

0.0.0.0:5000), bastando digitar o endereco no navegador e utilizar a interface do MLFlow.
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3.2 Atividades Realizadas

Primeiramente, tragou-se um plano sobre a estrutura geral do projeto. Neste plano,
definiu-se quais seriam os médulos principais que o sistema teria, além de decidir pela utilizagdo
do MLFlow para registro de resultados. Com a estrutura principal do sistema definida, iniciou-se

a pesquisa bibliografica.

A pesquisa bibliogréfica consistiu em pesquisar artigos, livros e revistas, procurando
definir quais seriam as melhores funcionalidades para o sistema. Utilizou-se também conheci-
mentos obtidos no estdgio obrigatdrio e em disciplinas da graduag@o, como Introducao a Ciéncia
de Dados, Redes Neurais e Aprendizado Profundo, Estatistica e Redes Complexas para auxiliar
na tomada de decisdes sobre as funcionalidades. Com o escopo principal e as funcionalidades

definidas, iniciou-se a implementacao do sistema.

Comecou-se a implementacdo através da configuracdo do banco de dados e do ambiente
virtual Python, ja que eles compdem a base do sistema e todo o restante da implementacdo
depende que eles estejam funcionando corretamente. Como comentado na Secdo 3.1, o Apéndice
A apresenta os detalhes de instalacdo e configuracdo. Depois de realizada a configuragao,
montou-se a estrutura das duas classes, definindo os métodos das classes de pré-processamento e

modelagem. Os métodos implementados podem ser conferidos nas Figuras 12 e 13.

Os detalhes sobre as técnicas e tecnologias utilizadas ja foram detalhados na Secdo 2. Nas
Subsecdes 3.2.1 e 3.2.2 € possivel conferir uma descri¢do resumida de como tais técnicas foram
implementadas nos métodos das classes. J4 na Subsecdo 3.2.3, pode ser conferido o processo de

testes e validacdes realizados na constru¢@o do regressor.

3.2.1 Implementacao do médulo de Pré-Processamento

Ambos os mddulos apresentam um runner, que nada mais € que um método responsavel
por coordenar a execucdo dos outros métodos. O runner do médulo de pré-processamento pode

ser conferido no cédigo-fonte 2.

Codigo-fonte 2: Método runner do médulo de pré-processamento

1 def run_pre_processing(self):

2 df = self.assert_args()

3 df = self.set_target(df)

4 df = self.convert_to_numeric(df)

5 df = self.remove_zero_variance(df)
6 df = self.remove_null_values(df)

7 df = self.correlation(df)

8 df = self.knn_imputation(df)

9 df = self.normalization(df)

10 df = self.standardization(df)
1 df .to_pickle(f'../data/{self.run_id}/data.pkl')
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Figura 12 — Métodos criados na classe responsavel pelo pré-processamento

PreP ing():

__init  (self):
assert_args(self):
str_to bool(self, value):

set_target(self, df):

create_target hist(self, target):

remove null values(self, df):
remove zero variance(self, df):
convert to numeric(self, df):
_one_hot encoding(self, df, column
correlation(self, df):
knn_imputation(self, df):
normalization(self, df):
standardization(self, df):

run_pre processing(self):

> 1f _ name__

Fonte: Elaborada pelo autor.

ia

O método construtor __init__ e o método assert_args sao responsaveis por coletar as

informacdes do arquivo de configuracdo, validando-as. Esses métodos verificam por exemplo, se

o arquivo com os dados realmente existe e se os limiares definidos estdo com valores vélidos.

Um trecho exemplo do que foi implementado pode ser conferido no Cédigo-fonte 3:

Codigo-fonte 3: Exemplos de assert utilizados na implementagao

assert file_exists is True, (

'File_name file does not exist. Check the conf.ini file'

)

(

'Null_threshold value is not valid, use a value between O and 1'

1
2
3
4 assert self.null_threshold >= 0 and self.null_threshold <= 1,
5
6 in the conf.ini file'

7
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8 assert self.target_name in df.columns, 'Target_name does not exist'
9 assert isinstance(self.imputation, bool), (
10 'Imputation variable is not valid, use True or False'

11 )

O método str_to_bool € um método auxiliar, que ajuda na validacio de varidveis boolea-
nas escritas fora do padrado pelo usudrio no arquivo de configuragdo. Ao invés de aceitar apenas

9 2

False por exemplo, sdo aceitas as seguintes strings: 'false’, *falso’, ’f’,’0’, 'no’, 'n’.

Os métodos set_target e create_target_hist sdo responsaveis por manipular a variavel
alvo do sistema que serd predita no médulo de modelagem. A varidvel alvo € separada das outras
varidveis e um histograma é criado com os seus valores. A biblioteca pickle € utilizada para
salvar a varidvel alvo em um arquivo e a biblioteca pandas € utilizada para realizar a tracagem do
histograma (juntamente com o auxilio da biblioteca scipy, utilizada para definir a largura ideal

das barras, e da biblioteca matplotlib para salvar o histograma em um arquivo).

Os métodos convert_to_numeric e _one_hot_encoding sao responsaveis por converter
varidveis ndo numéricas para numéricas, aplicando quando necessario a técnica de One-Hot
Encoding. Ja o método knn_imputation é responsdvel por realizar a imputagdo de valores faltantes
nas varidveis. Para realizar a técnica One-Hot Encoding, utilizou-se a ferramenta get_dummies
da biblioteca pandas. Para realizar a imputagdo de valores faltantes, utilizou-se a ferramenta
KNNImputer da biblioteca sklearn.

Os métodos remove_zero_variance, remove_null_values e correlation sdo responsaveis
por remover as varidveis com variancia nula, varidveis contendo mais valores nulos do que o
limiar definido pelo usudrio e varidveis altamente correlacionadas entre si. Para implementar
esses métodos, utilizou-se as ferramentas var(), dropna() e corr() da biblioteca pandas. Com o
auxilio da ferramenta corr() também salvou-se um arquivo contendo a correlagdo entre todas as

variaveis.

Por fim, os métodos normalization e standardization sdo responsdveis por aplicar a
normalizagdo ou a estandardizagdo (utilizando a ferramenta StandardScaler() da biblioteca
sklearn) dos dados. O conjunto de dados manipulado e pré-processado € entdo salvo em um

arquivo .pkl, através da biblioteca pickle.

3.2.2 Implementacdao do médulo de modelagem

O método construtor __init__ e os métodos assert_args, str_to_bool e o run_modeling
apresentam funcionamento andlogo ao médulo de pré-processamento, sendo métodos que cole-
tam informagdes do arquivo de configuracao, validam tais informacdes e controlam a execucao

dos outros métodos. O runner deste médulo pode ser conferido no Cédigo-fonte 4.

Codigo-fonte 4: Método runner do médulo de modelagem
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Figura 13 — Métodos criados na classe responsdvel pela modelagem

Modeling():
__init_ (self):

assert_args(self):

str to bool(self, value):
read train_test(self):
get models(self):

run_model (self, model, model name, params, explainer):

_get_explainer(self, explainer, best model):

shap create plot(self, explainer, model name):
save mlflow(self):

run_modeling(self):

>if  name == main

Fonte: Elaborada pelo autor.

def run_modeling(self):

self.assert_args()

1

2

3 self.read_train_test()
4 self.get_models()

5

self.save _mlflow()

O método read_train_test € responsavel por ler os arquivos com os dados processados
pelo médulo anterior, dividindo-os em conjuntos de treino e teste através da ferramenta train_-

test_split da biblioteca sklearn.

O método get_models é responsavel por selecionar os modelos definidos pelo usuério.
Um trecho desse método pode ser conferido no Cédigo-fonte 5. Como pode ser conferido,
esse método possui diversos hiperparametros para cada modelo que serdo utilizados no método

run_model para realizar o Grid-Search, definindo o melhor modelo para o problema.

Cédigo-fonte 5: Método get_models da classe de modelagem

1 def get_models(self):

2 params = {

3 'XGB': {

4 'learning_rate': [0.01, 0.05],
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5 'n_estimators': [100, 250, 500],

6 'max_depth': [5, 7, 9],

7 'random_state': [42]

8 },

9 '"MLP': {

10 'hidden_layer_sizes': [

11 3,), 6,), 1,),

12 3, 7, 3),

13 (25, 50, 25,),

14 (10, 25, 10),

15 (5, 10, 15, 10, 5),

16 (100,)

17 1,

18 'activation': ['relu'],

19 'solver': ['adam'],

20 'alpha': [0.00001, 0.0001, 0.001],
21 'random_state': [42]

22

23 }

24 }

25

26 if 'XGB' in self.models_list:

27 self.run_model (

28 XGBRegressor(), 'XGBoost', params['XGB'], 'tree'
29 )

30 if 'MLP' in self.models_list:

31 self.run_model (

32 MLPRegressor(), 'MLP', params['MLP'], 'explainer'
33 )

O método run_model recebera os parametros definidos passados pelo método get_models,
realizando o treinamento e avaliagdo dos modelos. Todo o processo de defini¢cdo dos modelos,
treinamento e avaliacdo sdo feitos utilizando ferramentas da biblioteca sklearn. Além disso, dois
métodos auxiliares sdo utilizados: get_explainer e shap_create_plot. Esses métodos auxiliares
serdo responsaveis por criar os graficos de importancia de varidveis utilizando a técnica SHAP

Values.

Por fim, o método save_mlflow € responsavel por salvar os resultados do processo de

modelagem no servidor MLFlow, estando entdo disponiveis para consulta.

3.2.3 Teste e validacao do sistema

Para desenvolver e ir aperfeicoando o sistema, utilizou-se o conjunto de dados Student
Performance. Assim que cada funcionalidade era implementada, o sistema era executado para

garantir que tudo estivesse funcionando corretamente. Ao fim da implementacdo do sistema,
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realizou-se um udltimo teste para verificar a execucao das funcionalidades e iniciou-se o processo

de validacao.

O processo de validacdo ocorreu através da execugdo do sistema utilizando como entrada
os outros dois conjuntos de dados existentes: The Boston Housing e Wine Quality. O conjunto de
dados Student Performance apresenta uma série de varidveis que descrevem estudantes de uma
escola e o objetivo do problema de regressao € prever qual serd a nota da terceira avaliacao. O
conjunto de dados The Boston Housing contém inimeras varidveis quantitativas e qualitativas
que descrevem casas em Boston e o objetivo do problema de regressao € prever qual o valor
estimado da casa. Por fim, o conjunto de dados Wine Quality possui uma série de varidveis sobre
vinhos, tendo como objetivo a atribuicdo de uma nota que defina a qualidade do vinho de acordo

com as caracteristicas presentes nas variaveis.

Para garantir que todas as funcionalidades fossem validadas, criou-se novas varidveis
artificiais nos conjuntos de dados. Em seguida, executou-se o sistema para os dois datasets,

validando assim o sistema.

3.3 Resultados

Testou-se o sistema nos trés conjuntos de dados propostos e o sistema funcionou como
esperado para todas as entradas. Desta forma, espera-se ter atingido um nivel de generalizacao e
tolerancia a falhas bons o suficiente para suportar uma série de problemas de regressao diferentes.
Na Figura 14 é possivel conferir a interface do MLFLow, listando todos os experimentos. Na
Figura 15 € possivel conferir o histograma com a varidvel alvo. Nas Figuras 16 e 17 € possivel
conferir as saidas das etapas de pré-processamento e modelagem, respectivamente. Por fim, nas
Figuras 18 e 19 € possivel conferir os graficos sumario e enxame de importancia de variaveis. As

saidas foram geradas para um teste utilizando o dataset The Boston Housing Prices.

3.4 Dificuldades e Limitacoes

As principais dificuldades enfrentadas no desenvolvimento do projeto estdo relacionadas
a escolha das técnicas e tecnologias utilizadas. Como os dados possuem variagdes gigantescas em
diversos aspectos, como distribui¢do, dimensionalidade, quantidade e magnitude por exemplo,
escolher técnicas que funcionassem em diferentes cendrios e trouxessem resultados satisfatorios

tornou-se de um grande desafio.

As limitag¢des encontradas no sistema estdo principalmente relacionadas ao alto consumo
de poder computacional (processamento e memoria). Para realizar a modelagem em um conjunto
de dados com milhdes de linhas ou até realizar manipulagdes utilizando a biblioteca Pandas,
uma grande quantidade de memoria € consumida. Logo, caso o sistema venha a ser utilizado

em computadores pessoais, as limitagdes do sistema estardo ligadas diretamente ao poder
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Figura 14 — Lista com os experimentos realizados com os datasets

ml ) Experiments Models GitHub  Docs
Experiments - housing_test (]
Default o Experiment|D: 2 Artifact Location: file:///home/leandro/tcc/miflow/miruns/2
housing_test 2w
grades_testing 2 W » Notes[#
wine_testing Z W Showing 12 matching runs
£ Refresh Download CSV&,
. § Columns 9 Q Search = Filter Clear
B
o t Time Run Name Tags Parameters
] @ 2021-10-31 01:17:12 asso_testing
O @ 2021-10-31 01:15:31 asso_testing
a @  2021-10-31 01:14:50 MLP_testing
] @ 2021-10-24 15:12:27 MLP_testing
O @ 2021-10-19 18:17:51 MLP_testing
O ©@ 2021-10-18 23:47:34 housing_test
] @ 2021-10-18 23:29:45 housing_test
O @ 2021-10-18 23:25:07 housing_test
] @ 2021-10-17 22:31:51 KNN_test
] @ 2021-10-17 22:22:37
O @ 2021-10-17 22:19:51
O @ 2021-10-17 22:18:04

Fonte: Elaborada pelo autor.

computacional da maquina utilizada. Nestes casos, recomenda-se a utiliza¢ao de clusters ou
solu¢des em nuvem fornecidas por empresas como a Amazon por exemplo, que oferece através
do servico Web AWS-EC2 (Amazon Web Service - Elastic Compute Cloud) instancias com

capacidade computacional redimensiondvel.
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« Artifacts

v Im models
B KNN_model.pkl
B RandomForest_model.pkl
B SVR_model.pkl
B XGBoost_model.pkl
v I plots
Bj KNN_bar_plot.jpg
Bj KNN_summary_plot.jpg
Bj RandomForest_bar_plot.jpt
Bi RandomForest_summary_f
Bj SVR_bar_plot.jpg
Bj SVR_summary_plot.jpg
Bj XGBoost_bar_plot.jpg
Bj XGBoost_summary_plot.jp
B corr_matrix.csv
B modeling.txt
B preprocess.txt
B target_hist.jpg

Figura 15 — Histograma com a varidvel alvo

Full Path:file:/{/home/leandroftcc/miflow/miruns/2/a60e0251dfb243cf85c... é
Size: 44.55KB

Target Histogram Distribution

Frequency

30
medv

Fonte: Elaborada pelo autor.

Figura 16 — Resultados da etapa de pré-processamento

v Im models
B KNN_model.pkl
B RandomForest_model.pkl
B SvR_model.pkl
B XGBoost_model.pkl
v I plots
B KNN_bar_plot.jpg
B KNN_summary_plot.jpg
B RandomForest_bar_plot.jp¢
Bi RandomForest_summary_f
B SVR_bar_plot.jpg
B SVR_summary_plot.jpg
By XGBoost_bar_plot.jpg
By XGBoost_summary_plot.jp
B corr_matrix.csv
B modeling.txt
B preprocess.txt
B target_hist.jpg

Full Path:file:///home/leandro/tcc/mliflow/miruns/2/a60e0251dfb243cf85c... O é
Size: 4728

Target is set -> Column medv is the target wariable!

Convertion to Numeric -> All columns were already numeric, no convertion needed!
Null Variance Check -> Mo columns were removed because of null variance values!
Null values Check -> Mo columns were removed because of missing (Null) values!

Correlation Check -» The following columns were removed because they are highly correlated with other columns:

tax
KNN imputation -> Done!

Min-Max normalization -> Dene!

Fonte: Elaborada pelo autor.
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Figura 17 — Resultados da etapa de modelagem, contendo os modelos e métricas de desempenho

v Bm models Full Path:file://fhomefleandroftcc/miflow/miruns/2/a60e0251dfb243cf85c... O e
B KNN_model.pkl Size: 1.21KB

B RandomForest_model.pkl
B SVR_model.pkl
B XGBoost_model.pkl

» Im plots R2: @.69 MSE: 23.85 MAE: 3.23
Bj KNN_bar_plot.jpg
Bj KNN_summary_plot.jpg
B RandomForest_bar_plot.jp

KNeighborsRegressor(n_jobs=-1, n_neighbors=7)

Results:

Model:
E RandomForest_summary_ XGBRegressor(base_score=0.5, booster='gbtree', colsample_bylevel=1,
B SVR_bar_plot.jpg colsample_bynode=1, colsample_bytree=1, gamma=8, gpu_id=-1,
B SVR_summary_plot.jpg impertance_type="gain', interactlen_constraints="",
E )(GBoost_bar_pIot.jpg learning_rate=0.05, max_delta_step=8, max_depth=5,
. . min_child_weight=1, missing=nan, monotone_censtraints='()",
. b XGBOO?t_Summary_th'm n_estimators=25@, n_jobs=4, num_parallel_tree=1, random_state=42,
h corr_matrix.csv reg_slpha=8, reg_lambda=1, scale_pos_weight=1, subsample=1,
E mndeling.txt tree_method="exact', validate_parameters=1, verbosity=None)
B preprocess.txt Results:

Etarget_hist.jpg R2: @.93 MSE: 5.36 MAE: 1.83

Model:

SVR(C=18, epsilon=0.5, gamma=le-07, kernel="linear')
Results:

R2: @.71 MSE: 22.19 MAE: 3.2

Fonte: Elaborada pelo autor.

Figura 18 — Grafico SHAP com o sumdrio dos dados

E==imodels Full Path:file:///home/leandroftcc/mliflow/miruns/2/a60e0251dfb243cfesc... O s
B KNN_model.pkl size: 65.66KB
Bi RandomForest_model.pkl
Bi SVR_model.pkl

B XGBoost_model.pkl Istat +3.36
v Im plots
. . m
B KNN_bar_plot.jpg
Bj KNN_summary_plot.jpg ptratio
B RandomForest_bar_plot.jps
B RandomForest_summary_f nox
B SVR_bar_plot.jpg di
B SVR_summary_plot.jpg IS
B XGBoost_bar_plot.jpg crim
B XGBoost_summary_plot.jp
B corr_matrix.csv age
B modeling.bxt
B preprocess.txt black
j target_hist.j .
& target_histpg indus
Sum of 3 other features
0.0 05 10 15 20 2.5 30 35

mean(|SHAP value|)

Fonte: Elaborada pelo autor.
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Figura 19 — Grifico SHAP enxame com informagdes de importincia de varidveis

v B models Full Path:file:///fhome/leandro/tcc/miflow/miruns/2/a60e0251dfb243cfg5c... O
B KNN_model.pkl Size: 65.44KB
B RandomForest_model.pkl High
i
B SVR_model.pkl g
B XGBoost_model.pkl Istat s mtony .
v i plots ™m s 0 wme
By KNN_bar_plot.jpg .
By KNN_summary_plot.jpg ptratio
By RandomForest_bar_plot.jpt nox
B RandomForest_summary_ 5
N ) dis . v
B SVR_bar_plot.jpg =
o o
B SVR_summary_plot.jpg crim ;
By XGBoost_bar_plot.jpg age E
B XGBoost_summary_plot.jp: 3
N X black =
B corr_matrix.csv
B modeling.txt indus
] preprocetss‘_txt rad
B target_hist.jpg
zn
chas
T Low

—10 =5 0 5 10 15
SHAP value (impact on model output)

Fonte: Elaborada pelo autor.
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Capitulo 4

CONCLUSAO

4.1 Contribuicoes

Realizar um trabalho que necessitou da integracao de diferentes ferramentas, técnicas
e tecnologias tratou-se de uma experiéncia valiosa e que com certeza proporcionou inimeros

ensinamentos.

No nivel pessoal, o trabalho realizado trouxe a experiéncia da execucdo de um projeto
de longo prazo, sendo necessdrio ter organizagdo e disciplina para realizar um planejamento
detalhado das atividades que seriam desenvolvidas, fazendo com que o projeto pudesse ser

finalizado a tempo, levando em conta inclusive eventuais contratempos que poderiam ocorrer.

No nivel profissional, obteve-se um conhecimento valioso em relagdo a pesquisas biblio-
grificas, que permitem que um profissional esteja sempre atualizado com o estado da arte de
diferentes areas do conhecimento. Além disso, os conceitos aprendidos certamente agregam aos
conhecimentos j4 existentes sobre os temas estudados, permitindo a formagao de um profissional

mais completo e preparado para o mercado de trabalho.
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APENDICE A

ESTRUTURA DO PROJETO E INSTALACAO
DO SISTEMA

A.1 Estrutura do Projeto

Todo o projeto foi desenvolvido e testado utilizando o sistema operacional Ubuntu 20.04.

A estrutura de arquivos no diretério do projeto pode ser conferida na Figura 20.

Figura 20 — Diretério do projeto

conf.ini 1,8kB
1 | README.md 5 bytes

requirements.kxt 456 bytes

Fonte: Elaborada pelo autor.

Dentro da pasta code existem os arquivos python que realizam as tarefas de pré-processamento
e modelagem. Ja a pasta data devera possuir os arquivos .csv que originarao as andlises. A pasta
mliflow € utilizada para armazenamento de resultados e execucdes, nao sendo necessdria sua

manipulacdo.

O arquivo conf.ini apresenta as configuragdes que o usudrio deve preencher, ja o arquivo
requirements.txt possui os pacotes e bibliotecas necessdrios para a execugdo do projeto. Por
fim, o arquivo README.md ¢ utilizado apenas para trazer informacdes sobre o projeto em

repositdrios git.

O arquivo de configuracdo conf.ini pode ser conferido no Codigo-fonte 6. As linhas que

comecam com # s@o comentdrios e explicam o que deve ser preenchido em cada varidvel.

Cédigo-fonte 6: Arquivo conf.ini
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41

# Note: fill all the variables (including the strings) without any

# quotation marks ("" or '')

[PREPROCESS]

# Name of the csv file with the data. The csv file must be inside

# the data folder.

file_name = winequality-red.csv

# Null values acceptable threshold. All the columns that have more than
# (null_threshold*100)\% null values will be removed. If you don't want
# to remove any columns, use null_threshold = O.

null_threshold = 0.1

# Correlation threshold to drop highly correlated variables. If you don't
# want to remove any columns, use corr_threshold = 1.

corr_threshold = 0.8

# Name of the target that will be used to train the model.

target_name = quality

# Check if you want to replace missing data using the KNN imputation method.
imputation = False

# Check if you want to normalize the data using min-max scaler.

# If you use normalization, you can't use standardization.

norm = False

# Check if you want to rescale the data using a standardization method.
# If you use standardization, you can't use normalization.

standard = True

# Run_id that identify the execution.

run_id = 5

[MODELING]

Select what models you want to test. To select a specific model,
copy the word inside the parentheses and write it in the models
parameter, separating each model using a comma (,).

The available models are:

1) KNeighborsRegressor (KNN)

2) XGBRegressor (XGB)

3) LassoRegressor (LR)

4) RandomForestRegressor (RFR)

5) MLPRegressor (MLP)

models = RFR, KNN

# Number of folds for K-Fold Cross-Validation

folds = 5

# Test size for train-test split. A good value is between

H O H OH OH OH OH OH OH OH
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42 test_size = 0.2

43 # Name of the experiment that will be saved in MLFlow
44 experiment_name = wine_testing

45 # Name of the run that will be saved in MLFlow

46 run_name = rfr_knn_testing

A.2 Instalacao do sistema e configuracoes adicionais

Antes da primeira execucao do sistema, € necessdrio instalar o ambiente virtual. Estando

dentro da pasta do projeto, a instalacdo € feita através do seguinte comando:
$ python3 -m venv .venv
Com o ambiente virtual instalado, € necessario ativa-lo utilizando o seguinte comando:
$ source .venv/bin/activate
Em seguida, deve ocorrer a instalagdo dos pacotes e bibliotecas necessarios, através
da utilizacao do arquivo de texto requirements.txt e podem ser instalados através do seguinte
comando:

$ pip install -r requirements.txt

Para configurar a base PostgreSQL, responsavel por armazenar as informacodes do ML-

Flow, € necessério utilizar o seguinte comando:
$ sudo -u postgres psql
E entdo digitar o seguinte comando:

CREATE DATABASE mlflow_db;
CREATE USER mlflow_user WITH ENCRYPTED PASSWORD 'password';
GRANT ALL PRIVILEGES ON DATABASE mlflow_db TO mlflow_user;

Obs: a senha "password’ pode ser mudada para uma senha de sua preferéncia.

Por fim, para ativar o servidor MLFlow basta utilizar o seguinte comando com o ambiente

virtual ativado:



56 APENDICE A. Estrutura do Projeto e Instalagdo do Sistema

mlflow server --backend-store-uri
postgresql://mlflow_user:password@0.0.0.0/mlflow_db
-h 0.0.0.0 --default-artifact-root
file:/home/<path_to_project>/mlflow/mlruns/

—--port 5000

Obs: € possivel colocar o comando de ativacao do MLFLow no arquivo .bashrc, asso-
ciando um alias ao comando para facilitar a execu¢do. No arquivo, basta colocar a seguinte

expressao:

alias mlflow_server='source .venv/bin/activate &&

mlflow server --backend-store-uri
postgresql://mlflow_user:password@0.0.0.0/mlflow_db

-h 0.0.0.0

--default-artifact-root file:/home/<path_to_project>/mlflow/mlruns/
—--port 5000'

Desta forma, basta utilizar o comando mlflow_server que o ambiente virtual e o servidor

serdo ativados automaticamente.

O servidor ficard ativo e disponivel para acesso no endereco 0.0.0.0:5000, bastando

utilizar um navegador de internet para acessé-lo.
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